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A Landscape of AI
CMPUT 651 (Fall 2019)

Artificial Intelligence 
- AAAI, ĲCAI

Machine Learning 
- ICML, NeurIPS, ICLR

Natural Language Processing 
- ACL, EMNLP, NAACL, COLING

Computer Vision 
- CVPR, ICCV, ECCV

Speech Processing 
- INTERSPEECH, ICASSP

Data Mining 
- KDD, ICDM

Logical reasoning

(Applications)
Machine Learning 
Theory (e.g.,COLT)

Linguistics

…



What do NLPers actually do?
• The best resource to be acquainted with NLP research is 

conference proceedings 
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Call for papers (ACL 2019)


But they’re usually out-of-date



• The best resource to be acquainted with NLP research is 
conference proceedings 

What do NLPers actually do?
CMPUT 651 (Fall 2019)

Table of Contents of ACL’19


But there’re simply too many



• Linguistic aspects


- Part-of-speech tagging, parsing


• Natural language understanding


- Sentiment classification, relation extraction


- Question answering, machine comprehension


• Natural language generation


- Machine translation, text summarization, dialogue systems


Researchers like to invent new tasks to publish more papers


Question: Suppose we have N models and M tasks, how many papers 
can we publish? 2N+M - N - M + 1

A Few Applications of NLP
CMPUT 651 (Fall 2019)



• Related to the core of AI


- One of the most difficult area that AI hasn’t conquered


- Many unsolved scientific problems


• Bringing revenues for companies

Why is NLP important?
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• Ambiguity


- Word sense disambiguation 


 I went to the bank to deposit some money. 
 I got wet on the river bank.

Why is NLP difficult?
CMPUT 651 (Fall 2019)



• Ambiguity


- Word sense disambiguation 


 I went to the bank to deposit some money. 
 I got wet on the river bank. 

- Coreference resolution


 The book doesn’t fit into the bag, because it is too small 
 The book doesn’t fit into the bag, because it is too big

Why is NLP difficult?
CMPUT 651 (Fall 2019)



• Subtlety


- Word sense disambiguation


• How many senses?


The bank was on fire 

The bank blocked my credit card

Why is NLP difficult?
CMPUT 651 (Fall 2019)

WordNet

http://wordnetweb.princeton.edu/perl/webwn



• Rules for sentiment analysis


- If #(positive words) > #(negative words), then predict positive


- How about this sentence:


 Although CMPUT 651 might be interesting, it’s less likely 
that I’ll like it. 

• There is an exception to every (NLP) rule!


 

Rules-Based Methods
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• Supervised learning


- Regression, classification


• Unsupervised learning


- Clustering, PCA, etc.


- Representation learning

Machine Learning
CMPUT 651 (Fall 2019)



Supervised Learning
CMPUT 651 (Fall 2019)

Input 
"X Model

Output 
"Y



Supervised Learning
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• Training: <X, Y> known for many samples


• Validation: <X, Y> also known


- Pretend Y unknown and see model performance


- Hyperparameter tuning, model selection


• Test: Given new X*, predict Y*


- Industrial application: Deploy your system


- Research: Y* in fact also known, report test performance

Input 
"X Model

Output 
"Y



Supervised Learning
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- BoW (Indicator, tf� idf)

- N-gram features

- Sentiment lexicon


• NLP challenges:

- Varying length

- Unseen words

⋅

• E.g., sentiment analysis

Input 
"X Model

Output 
"Y



Supervised Learning
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• Regression?

• Classification?


- Binary

- Multi-class

• E.g., sentiment analysis

Input 
"X Model

Output 
"Y



Supervised Learning
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• Non-probabilistic 

- SVM, Fisher’s discriminant


• Generative

- Naive Bayes


• Discriminative

- Logistic regression, softmax

• E.g., sentiment analysis

Input 
"X Model

Output 
"Y



Probabilistic Classification
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• Probabilistic modeling of � 

- We can say something about 

� or � 

- Max a posterior inference <=> Minimal empirical loss


                            �

X, Y

p(X), p(Y), p(X, Y), p(X |Y), p(Y |X)

y = argmax p(Y |x)

Input 
"X Model

Output 
"Y



Probabilistic Classification
CMPUT 651 (Fall 2019)

• Probabilistic modeling of � 

- We can say something about 

� or � 

- Max a posterior inference <=> Minimal empirical loss


                            � 


- Generative model: Model � 


X, Y

p(X), p(Y), p(X, Y), p(X |Y), p(Y |X)

y = argmax p(Y |x)
p(X, Y)

Input 
"X Model

Output 
"Y

p(Y |x) ∝Y p(x, Y ) = p(Y )p(x |Y )



Probabilistic Classification
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• Probabilistic modeling of � 

- We can say something about 

� or � 

- Max a posterior inference <=> Minimal empirical loss


                            � 


- Discriminative model: Directly modeling � 


X, Y

p(X), p(Y), p(X, Y), p(X |Y), p(Y |X)

y = argmax p(Y |x)
p(Y |X)

Input 
"X Model

Output 
"Y



p(𝒟) = p({X( j), Y ( j)}m
j=1) max. joint prob.

=
m

∏
j=1

p(Y ( j))p(X( j) |Y ( j)) data iid

=
m

∏
j=1

[p(Y ( j))
n

∏
i=1

p(X( j)
i |Y ( j))] Naive Bayes assumpt.

=
m

∏
j=1

p(Y ( j)) ∏
y

∏
j:Y ( j)=y

p(X( j)
i |y) massaging

Naïve Bayes
• Inference objective  

� 

• Training objective: Maximize


y = argmax p(Y |x)

CMPUT 651 (Fall 2019)

"X( j)
i"Y ( j)

Feature �i
Data �j

• Each factor is directly parametrized

• Maximum likelihood estimation for multinomial 

distributions is simply counting!



• Inference objective  
� 


• Training objective: Maximize
y = argmax p(Y |x)

n

∏
j=1

p(Y ( j) |X( j))

Logistic Regression
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"X( j)
i"Y ( j)

Feature �i
Data �j

maximize

log
n

∏
j=1

p(Y ( j) |X( j))

=
n

∑
j=1

log p(Y ( j) |X( j))

�     maximize⇔
(if optimum 
is achieved)

[classification task]

Abusing some notations


�  The ground truth label of � , �  for binary classification


�  The predicted probability that � , i.e., �

t( j) : Y ( j) t( j) = 0 or t( j) = 1

y( j) : Y ( j) = 1 y( j) def= Pr{Y ( j) = 1 |x( j); ℳ}

�     minimize⇔
n

∑
j=1

[−t( j) log y(i) − (1 − t( j))log(1 − y( j))]



• Inference objective  
� 


• Training objective: Maximize
y = argmax p(Y |x)

n

∏
j=1

p(Y ( j) |X( j))

Logistic Regression
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"X( j)
i"Y ( j)

Feature �i
Data �j

maximize

log
n

∏
j=1

p(Y ( j) |X( j))

=
n

∑
j=1

log p(Y ( j) |X( j))

�     maximize⇔
(if optimum 
is achieved)

[classification task]

Abusing some notations


�  The ground truth label of � , �  for binary classification


�  The predicted probability that � , i.e., �

t( j) : Y ( j) t( j) = 0 or t( j) = 1

y( j) : Y ( j) = 1 y( j) def= Pr{Y ( j) = 1 |x( j); ℳ}

�     minimize⇔
n

∑
j=1

[−t( j) log y(i) − (1 − t( j))log(1 − y( j))]

Statisticians seem to be 
pessimistic creatures who think 
in terms of losses. 
Decision theorists in economics 
and business talk instead in 
terms of gains (utility). 

James O. Berger  (1985). 
Statistical Decision Theory and 

Bayesian Analysis.



Logistic Regression
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"X( j)
i"Y ( j)

Feature �i
Data �j• How can we model � ?


- Simplest case: linear classification


- Obtain a score by � 


- Squash it as a probability 

� 


p(Y |X)

s = θ⊤x + θ0

y = p(Y = 1 |x) = sigmoid(s) =
1

1 + e−s

defdef



Logistic Regression
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• Why sigmoid?

- Generalized linear model


- �  enters the model by linear transformation


- �  responses by exponential family

- Why exponential family?

• Most distributions we use are EXP


• Is it possible to use other functions to squash the distribution?

- Yes. E.g., Probit regression (cdf of normal)


x
y

"X( j)
i"Y ( j)

Feature �i
Data �j



Logistic vs. Probit Regression
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• Training data


• Model


 Model parameters: � 


• Loss


• Optimization: gradient descent


Θ = (θ0, θ)

y( j) =
1

1 + e−(θ0+θ⊤x( j))

J =
n

∑
j=1

[−t( j) log y(i) − (1 − t( j))log(1 − y( j))]

𝒟 = {(x( j), y( j))}n
j=1

θi = θi − α
∂J
∂θi

Logistic Regression
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…

• Start from a (possibly) arbitrary position

• Take a mini-step against the gradient

∂J
∂θi

= lim
δ→0

J(θi + δ) − J(θi)
δ

def

θi = θi − α
∂J
∂θi

Gradient Descent



Gradient of LR
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• For simplicity, we consider one sample


• Steepest gradient descent


∂J
∂θi

= (y − t)xi

J = − t log y − (1 − t)log(1 − y)



Mini-Batch
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• Each data point � , we have defined loss � 


• We would like to optimize total loss � 


• We approximate �  by a set of samples 


i J(i)

J =
n

∑
i=1

J(i)

J

Jbatch = ∑
i ∈ batch

J(i)



Softmax
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• Suppose target label � 


• For each target � , we compute the logit  � 


• Normalize logits are probabilities


• Cross-entropy loss


t ∈ {0,1,⋯, n}
i oi = w⊤

i x

Multi-class classification

p(Y = i) Δ= yi ∝i exp{w⊤
i x} positive

yi =
exp{w⊤

i x}

∑′�
i exp{w⊤

i′ � x}
normalizing

J = − ti log yi t: one-hot
= − log y[t] t: ID representation



Applying the single classifier to nearly all NLP tasks
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• Part-of-speech (POS) tagging 


 [Predict the tag among all candidate tags for a word]


• Chunking


 [Predict - or | for each two consecutive words]


This      lecture        is          really           boring
 article   noun   verb  adverb  adjective

This      lecture        is          really           boring
            —        |    |       —
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• Dependency parsing


This     

 [For each word, predict which word it depends on with what type]


lecture       is         really          boring

det

nsubj

cop

Root

root
advmoid

Applying the single classifier to nearly all NLP tasks



Applying the single classifier to all NLP tasks
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• Constituency parsing


This     

 [For each consecutive components, predict if you’d like to 
further combine them and possibly what type?]


lecture       is         really          boring



CMPUT 651 (Fall 2019)

• Classification is non-linear

- May not even represented as fixed-dimensional features


• Do not consider the relationship of labels within one data 
sample


Drawbacks of LR/Softmax

The     lecture is         really          boring

https://www.merriam-webster.com/dictionary/lecture

  determiner   ?    verb  adverb  adjective

Three   professors   lecture   IntroNLP
  CardinalNumber  Noun    ?    ProperNoune

https://www.merriam-webster.com/dictionary/lecture
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• Derive Naïve Bayes, logistic regression again without referring to 
other materials


• Derive softmax derivative yourself

• Derive the decision boundary of LR/softmax


- Decision boundary of Class �  and Class � : 
� 


Do not submit ungraded homework


• Reading

- Ch 4. Bishop, Pattern Recognition and Machine Learning

- Ch 12. Jurafsky and Martin, Speech and Language Processing

i j
{x ∈ ℝn : p(Y = i |x) = p(Y = j |x)}

Ungraded Homework

 

https://www.merriam-webster.com/dictionary/lecture


Thank you!
Q&A
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